
  



  

Some Background

● eWEEK Labs
– research, test & write

– x86 virtualization

– operating systems

– linux & open source

● Red Hat OSAS
– oVirt, RDO, CentOS, 

Atomic

– still writing & testing



  

User-Mode Me

● Everything in a VM
● Nested KVM
● oVirt Rocks



  

Hello, oVirt

● Large scale, centralized 
management for server 
and desktop 
virtualization

● Based on KVM
● Provides an open 

source alternative to 
vCenter/vSphere

● Upstream for RHEV



  



  

Admin-Mode Me

● I run my lab
● All upstream software
● Stack of regular servers
● Try to stay on latest 

versions
● Keep my configs close 

enough to “stock” to be 
helpful



  

oVirt Needs

● Shared storage
● Identity services
● Management server
● Additional pieces



  



  

Hyperconvergence

● Gluster Storage
– replica 3 for split 

BRAAAAINS

● oVirt Virt Hosts
– regular CentOS 7

● Self-Hosted Engine
● Assorted Vms

– Freeipa, Glance, Neutron, 
Cinder, Optaplanner



  

Convergence Challenges

● Packaging conflicts
● Resource 

management
● Deployment 

complexity
● One-off management 

processes



  

What I Want

● Support upstream 
packaging

● Resource controls
● Avoid unnecessary 

overhead
● Stick close to our 

projects
● ONE to Rule Them



  

Other Options?

● oVirt / OpenStack 
Overlord?
– VM overhead

● OpenShift?
– v2...

● Hand-wavy Container 
Option?



  

Containerization

● BYO dependencies; 
decent isolation; low-
overhead 

● I've been interested 
since Solaris 10
– but, Solaris...

● LXC, OpenVZ, Linux-
Vservers
– not enough traction



  

Enter Docker

● Containers, executed 
well

● Use whatever 
packaging you like

● Docker Hub full of 
examples

● Magical traction



  

Enter Kubernetes

● Container 
orchestrator

● Manage applications, 
not machines 

● Based on Google's 
experiences and 
internal systems



  

Kubernetes App Anatomy

● Container: A sealed 
application package 
(Docker)

● Pod: A small group of 
tightly coupled Containers

● Controller: A loop that 
drives current state 
towards desired state

● Service: A set of running 
pods that work together



  

The Cluster

● “regular” CentOS 7
– kubernetes from 

CentOS pkg repos 

● contrib/ansible scripts
– w/ or w/o vagrant

● using single master
– scripts offer multi-

master option



  

Storage

● Gluster in a container
● Etcd configuration
● Host attachment

– Data stored in specific 
brick device on host

– Configs live in dirs 
mounted on host



  



  

● nodeSelector to 
attach to particular 
host 

● using host network



  

● hostPath volumes
● mounts brick device 

on host during 
container startup



  

Engine, et al

● systemd-based 
CentOS images

● Persistent volumes 
for data that needs it

● Exposed via 
kubernetes service



  

Gluster PV



  

Specific PV Claim



  

Engine Pod



  

Virtualization

● This can work
– Libvirt in a container

– RancherVM

– Kolla



  

However...

● oVirt expects a lot, in 
terms of “real” 
hardware

● SPCs are a 
continuing area of 
study

● I'm leaving this bit 
uncontained for now...



  

Progress?

● Simpler view into my 
infra

● Can update 
components 
independently

● No radical reshuffling 
required

● A place to host new 
components



  

Looking Ahead

● setenforce 1
● Nicer systemd 

integration
● Contained virt

– Needs work upstream

– openstack/kolla an 
option

● Side-by-side 
ceph/gluster



  

Looking Ahead, cont

● cleaner network setup
– Openvswitch

– oVirt / Neutron Integration

– Looking to Atomic 
Enterprise

● Atomic hosts
● Smooth out 

deployment/automation
– Ansible

– AtomicApp / Nulecule



  

Questions?

● Or, ask me later:
– @jasonbrooks

– jbrooks@redhat.com

– jbrooks on freenode

– jebpages.com
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