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Hett ie Dombrovskaya

Database Architect

PG Day UK 2024

Take Your pgBadger 
Usage to the Next Level

Discover the Potential of Log Analysis Like Never Before



2

pgBadger New Level
Who Am I

Hettie Dombrovskaya

Database Architect at DRW
Local Organizer of the Chicago PostgreSQL User Group

PG Day Chicago Organizer
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Why we love 
pgBadger

-
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Report Example
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What is was 
missing?

-
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Open Questions
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I knew there is an answer,

I was just unsure where…

logs_fdw?

Parsing???
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pgBadger New Level

THANK YOU GILLS DAROLD!!!
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Now we are ready to present…
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What will be covered
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• Changes made to pgBadger by Gills Darold

• How we can use it

•  Logs processing automation

• Load Example

• Problem-solving example

• Logs processing by the numbers

•  What’s next?
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pgBadger New Level

New pgBadger features
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New pgBadger options

--dump-raw-csv – produces   
     parsed log, in a csv format

--csv-separator – assigns separator different 
from ‘,’

pgbadger /Users/hettie/chocolate.log –dump-raw-csv –csv-separator #  > 
chocolate.csv
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Loading csv into Postgres database

SELECT * FROM 
CHOCOLATE_LOG
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How can we use this table?

•  Session tracing

• Tracing events which happened at the 

same time

• Performance dynamics

• Precise access control
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pgBadger New Level

Design Details
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Log_id and Partitioning

• Why we need log_id

• Partitioning

• Problems

• Reload

• Further partitioning

• Building log_id

log_id bigserial

partition by range(log_sample)

What if we miss one log file?! 

We do not want duplicates!

partition by list (log_timestamp)

(epoch::bigint)*1000000000+

(row_number() over ())
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Indexing

• Obvious indexes: 

• PK: log_id, log_sample, log_timestamp

• Obvious non-indexed fields

• client, username

• Pattern search

• (substr(lower(query,1,1000) text_pattern_ops)

• Generating search functions for users
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Security and Monitoring

• Security model: 

• read-only access, one schema per customer

• partition_creation table

• processed_logfiles table
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Example
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pgBadger New Level

Tracing Application Session
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Traditional pgBadger Report
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Where these BEGIN comes from?!

select pid, count(*) 
  from sweets_logs.chocolate_log  
  where log_sample_time='2024-08-08’
   and lower (substr(query,1,1000)) like 'begin%’
  group by 1 order by 2 desc 
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select  
   log_id, 
   log_time,
  pid,
  duration,
  query
from sweets_logs.chocolate_log 
where pid =336248
order by log_id
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pgBadger New Level

“Sometimes, it’s slow!”
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Automation
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Steps to set up logs loading

1. Create logging: create a new schema, RO user, monitoring tables, user functions

2. Create logging instance: create a new table for a specified database

3. Create log partitions: create a partition for a specified date

4. Start transferring log files to pgBadger server

call logs_meta.load_log_file(
 'sweets',
 'chocolate',
 '2024-08-08',
 'chocolate_1723094386')
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pgBadger New Level

We have over 200 production 
instances and everybody wants 

logging!
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Ultimate Automation Using Python

- pgbadger server: host, port, dbname

- client: host, port, dbname

- new: yes/no

- start time (last X minutes)

- run for specified time interval/run until stop

- New schema is created if not found

- New log table is created if not found

- Day partitions created as needed

- If the same log file is loaded, partition is dropped and 

recreated
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By the Numbers
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Disk usage and processing

• Log size: 2.2GB

• Logging time: 11.5 hours

• # rows: 3.3 M

• Total table size: 1 GB 

• Load: real-time
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Future work

• More standardized reports

• Unit tests

• Archiving strategy

• Wait events?!
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GLOBAL 
TRADING
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Q&A
Hettie Dombrovskaya
Database Architect  DRW

hdombrovska@drwholdings.com
www.drw.com

http://www.drw.com/

